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Wittgenstein and Artificial Intelligence

Matthew Weiss

Introduction


First, I want to draw on a number of texts of Wittgenstein's in order to expose his treatment of some key issues in artificial intelligence. I will then draw a number of parallels between Wittgenstein's account of rule following and the interplay between expectation and fulfillment in drama, in terms of circumstances and character. I will draw on Stanley Cavell's "The Argument of the Ordinary," in particular, his interpretation of Wittgenstein's distinction between ordinary and (extraordinary, in some sense) mathematical concepts; I will try to show that this same dialectic of the ordinary and extraordinary is the means by which the theater operates, by playing off the possibilities opened up to the stage and the possibilities of opened up by "real life." Guessing what a character, for example, will do next in a play, is directly parallel to Wittgenstein's "student" attempting to learn a rule. With that in mind, I try to develop a Wittgensteinian proposal for artificial intelligence, whereby the theater serves as a case study for machine education, that I modestly hope will serve more as a guide in spirit, rather than a specific recipe for implementation.

Wittgenstein on Artificial Intelligence

In his "Response to Mulhall," Derrida writes: “Of course, now more than ever we can be tempted by the model of the computer when we try to analyze what we are doing when we speak and count. It seems that, like computers, we are just 'running', like a mechanism” (Derrida 2). What is the role of the "just" here? The "just," as an adverb, privileges one thing over another. One might express the same content, in a different tone of voice, with a different sense: "It seems that, like computers, we are, of course, 'running,' like a mechanism." And so, one wonders, whether one approves of the metaphor or not, what is it that makes the "running" of a computer fit to be conflated with the "living" that we do? No doubt, it is because the words are used in much the same way, in the sense that "running" and "living" have beginnings and endings, persist and change over time, and marry some kind of self-unknowablility with external expression. Insofar as these terms have this resemblance, there is a crossover in their use. Derrida seems to suspect (with his "just") that we have lost something in taking up the word "running." His “now more than ever” implies a difference from the past; but it might just as well have been the case that our picture of life has always been the same, but that now we use the metaphor of a computer "running" to evoke it. What I want to suggest, in any case, is that whereas Derrida sees in our temptation to appeal to computers metaphorically a further misunderstanding of the human condition (and it might be added, there are only further misunderstandings), one might just as well see this particular gloss on human life as an opportunity not to measure up humans to computers, but computers to humans. One might as well ask, what can a computer do that is more than just running? Is it possible that what one really needs to do is jettison the "just?" It is to answer this question that we turn to Wittgenstein.


Now it must be admitted, first of all, that Wittgenstein does not treat the problem of artificial intelligence directly. The study of artificial intelligence is an empirical science, like psychology or physics, and Wittgenstein expressly tells us that he is not interested in empirical questions, but rather questions about possibility, about what is conceivable, and about what it is possible to imagine, or be inclined to say. That said, in treating the latter issues, Wittgenstein employs the figures of the automaton, the mechanism, and the machine to great effect. Now, concepts like the automaton have a special dialectical place in our language. The concept of the automaton (for example) has been with us as far as we can remember (cf. Pygmalion, the Golem, the Robot, the Android), and the concept serves to delimit the "human," its opposite, in various ways. And so, insofar as we better grasp the consequences of an "automaton," we can more clearly grasp the consequences of the "human," which in turn serves to further specify what we might look for in an automaton; and so, what is a purely "philosophical" question can have material consequences, and especially in this particular case, where what is at stake is precisely the appearance of the "philosophical" in the material. 


In fact, insofar as Wittgenstein brings out the question of the automaton, the issue turns around the very same "just" that Derrida uses: the automaton is supposed to behave "just" like a human, and yet, be not human. What is at stake then is really the question, how do we distinguish between just "acting" and actually "being," and if it is even possible to distinguish these things in a useful way. 


The core of the matter is presented in the Philosophical Investigations:
200. It is, of course, imaginable that two people belonging to a tribe unacquainted with games should sit at a chessboard and go through the moves of a game of chess; and even with all the mental accompaniments. And if we were to see it, we'd say that they were playing chess. But now imagine a game of chess translated according to certain rules into a series of actions which we do not ordinarily associate with a game—say into yells and stamping of feet. And now suppose those two people to yell and stamp instead of playing the form of chess that we are used to; and this in such a way that what goes on is translatable by suitable rules into a game of chess. Would we still be inclined to say that they were playing a game? And with what right could one say so? (PI 87)
Wittgenstein first asks us to imagine a tribe without the game of chess as a concept, and yet nevertheless "playing chess." The game the tribe is playing no doubt has a significance of its own for them (one imagines it could be used for divination, settling disagreements, or formulating a theory of war), which may be different from the role of chess in our way of life. Nevertheless, because there is no difference in the game mechanics itself, in this case, we would be inclined, more or less immediately, to say: they are playing chess. 


Wittgenstein then asks us to imagine the game of chess being played, not on a board with pieces, but rather “encoded” in a series of bodily gestures. The structure of the game, and indeed, the "mental accompaniments," are precisely the same; and yet the "outward" form the game takes is not immediately recognizable as our board-game, chess. Wittgenstein asks us, then, whether we would call that chess. And as he suggests, one could make a case both ways.


On the one hand, one might say that what they are playing is not chess, because it hardly looks like chess. That is, their behavior is not immediately meaningful to us, in just the same way that a foreign language is not immediately meaningful to us. Now, we “know” that foreign languages are real languages for various reasons; nevertheless, if we had never encountered a foreign language before, we might dismiss it as nonsense. The translated game of chess is not chess, because, basically, we have not learned to play it like that. On the other hand, just as we learn that foreign languages are real languages, one could learn to play (or learn that one can play) "gestural chess", and thereafter, call it chess. We can learn to speak its language, and perceive it as immediately as we perceive a chess board; whether we do or not, is beside the point--what is important is the possibility. 


In the second situation, we would have two things which we can distinguish between, gestural chess and board chess, whereas before we only had one type of chess: board chess. In the case of chess, this distinction may or may not be significant to us, but there are cases in which this formal relativism (that is, that a form, or a game, or a process, can be instantiated in different media) has more obvious significance. For example, take calculation. Calculation can happen on paper, in our brains, and also in a computer. And because we deal (in our contemporary way of life) with all three of these manifestations of addition, we are inclined to call addition, addition, no matter where it takes place, that is, as long as it takes place in a place we are familiar with. But Wittgenstein's point is that to imagine that there is some essence to “addition,” divorced from its instantiations would be wrong; rather there are different sorts of things we use for the purpose of adding; and we are inclined to see a similarity in things like pen-and-paper, a computer, and a brain, insofar as each is sufficiently equipped to add to our satisfaction. Each instance is definable only in terms of the other instances.


If we consider something like consciousness, as opposed to chess and addition, however, we are perhaps more reluctant to admit this conclusion. There is a feeling of strangeness that comes from considering that consciousness could take place in the immaterial realm of the mental, the digital realm of a computer simulation, or the material realm of the brain; Wittgenstein wants to suggest, however, that this is merely due to our inexperience with these different media. In a sense, until we have seen (or imagined to our satisfaction, as in the case of the tribe playing gestural chess), consciousness in a computer, it is not immediately recognizable as consciousness. Crucially, this is a statement about what we are inclined to imagine, not what is empirically possible. Wittgenstein writes: "It amounts to this: that only of a living human being and what resembles (behaves like) a living human being can one say: it has sensations; it sees; is blind; hears; is deaf; is conscious or unconscious (103). Just as we can learn to decipher the behavior of a tribe playing gestural chess, and see in it a familiar expression, a computer can rightly be called (and will be called) conscious, insofar as its behavior is translatable into human terms. 


In developing this line of thought, Wittgenstein explodes the very idea of the automaton. He does this in two stages. First, he describes the "feeling of an unbridgeable gulf between consciousness and brain process." How can something that feels some way, that is experience, be merely a physical process in the brain? The feeling is one of giddiness; he says to himself: "THIS is supposed to be produced by a process in the brain!” – as it were clutching my forehead." But on further analysis, the  problem dissolves when one tries to pin down what is meant by consciousness: "what can it mean to speak of 'turning my attention on to my own consciousness'? … What I described with these words (which are not used in this way in ordinary life) was an acting of gazing. I gazed fixedly in front of me—but not at any particular point or object" (131). The question of consciousness is rephrased as a question about behavior, about a certain kind of gaze, in which one is not focusing on anything in particular. Consciousness itself becomes a suspicious resting place, since when the term is used, it appears merely to refer to a certain kind of attention, and not to the total phenomenon we wished to discuss. This is important, because consciousness invariably seems as if it were something separate from everything that we do, to the point that one can imagine an automaton doing everything we can do, but without consciousness. But consciousness is not a separate thing from what we do, and it is only its philosophical hypostatization that gives us that sense of giddiness, of mystery.


This is brought out a few pages later, when Wittgenstein turns to the question of automata explicitly. He asks, 

420. But can't I imagine that people around me are automata, lack consciousness, even though they behave in the same way as usual? – If I imagine it now – alone in my room – I see people with fixed looks (as in a trace) going about their business – the idea is perhaps a little uncanny (133). 

It is highly significant that the same vacant gaze which is supposedly the hallmark of introspection on consciousness appears as well on the faces of the automata, who are by definition without consciousness! It is as if in our imagination, to be an automata were, in fact, not to be unconscious, but continuously and explicitly conscious of consciousness. In any case, Wittgenstein tells us that he cannot sustain this solipsistic fantasy (that everyone is an automaton) for too long: “Seeing a living human being as an automaton is analogous to seeing one figure as a limiting case or variant of another; the cross-pieces of a window as a swastika, for example" (133). In this picture, what seems innocuous (cross-pieces of a window) become something highly charged and meaningful (a swastika), just by looking at it differently. Just the same, one can imagine automata as one highly charged way of looking at ourselves, as we actually are. We are normally prevented from seeing this because we think of consciousness as something substantial, above and beyond the circumstances in which we find ourselves.


Wittgenstein's point is summed up in Oscar Hanfling's essay "Thinking." Rather than imagine thinking (or consciousness) as one particular function that must be programmed in to a machine (without which we cannot say that it does, in fact, think), Hanfling reads Wittgenstein as placing the focus on the circumstances in which "a machine might be said to think...What would really matter is whether the machine 'resembles (behaves like) a living human being' to a sufficient extent" (Hanfling 153). When a machine does so, it would be "unavoidable" for us to act as if it were a thinking being. The issue turns then, not on the possibility of duplicating a basically indescribable organ of thought, but on the possibility of a machine capable of expressing itself as we do. Rather than mystifying ourselves over the nature of consciousness or thought, we should look at what we do, and how we express ourselves instead. And if we can create something that looks like us, then, indeed, for all intents and purposes (as the phrase goes), it will be us. In fact, this is nothing more than an extension of a principle we use in every day life. We have no access to what we generally call other people's "inner life," and yet we treat them, and respond to them, as if they were, well, human. And, therefore, it is not always useful to try to think beyond this, to what it is like to be something else. Wittgenstein writes in Zettel, "What should we say to someone who asserted that he could imagine exactly what it is like to have absolute pitch without having it?" (Z Prop. 268) The answer would be something like, "well, okay." That is, if someone were able to prove their actually having absolute pitch, in practice, then we might allow that they had absolute pitch; otherwise, there is not much to say. In the case of someone imagining what it would be like to have absolute pitch, that imagining is not necessarily correct or incorrect; rather, there can be no notion of correctness here, since there is no basis on which that imagining can find expression. In a sense, there is nothing to do with such a statement. 


Now, it is perhaps "like something" to be human, to be conscious, and to think. But what place do such speculations on the nature of "experience" have in our lives, since it is not as if one truly wondered, in practice, if other people were conscious, or had certain (hidden) experiences, if they act like human beings? One is tempted to say that there is no use talking about human consciousness as the ground, or as something above and beyond, what humans do, and yet, it seems at times that our expressions do not to justice to our experience. One wants to ask, why should we be "conscious" if all we do is express? Now, one might suggest that what consciousness is is the necessary functioning of a human, that consciousness is best defined as whatever is necessary for us to be able to express ourselves as we do. But, even if we decided that consciousness is the optimal solution to the creation of beings that do what we do, it is not at all clear that we can know what it is that we do to begin with, and therefore, recreate it. That is, we might know what we as humans do, when we do things, but we cannot know what we do in the sense of knowing everything we do, all at once, beforehand. Wittgenstein writes, in regard to the use of the word, think: "'No one thought of that case"--we may say. Indeed, I cannot enumerate the conditions under which the word "to think" is to be used--but if a circumstance makes the use doubtful, I can say so, and also say how the situation is deviant from the usual ones" (Z Prop. 118). That is, at a single point in time, one cannot enumerate all the ways in which things are used, since not only is there no one rule that governs the use of things, but also that such rules are not available to thought, for one can only treat individual cases.


What Wittgenstein seems to imply is that in order to build a "human machine," one could not start from the top-down, since insofar as one cannot exhaustively enumerate the rules for the use of an expression beforehand, neither can one program a machine to respond, as it were, from the general rule to the specific case. To build a human machine one would have to work from the bottom up, from specific cases to general rules, slowly by a gradual accumulation of various behaviors and expressions. And intriguingly, this is precisely what happens in nature, in evolution. It is as if there were a barrier both inside us and outside us against seeing everything at once. Some problems cannot be solved simply and efficiently, as one proves a theorem; rather, some problems can only be solved in real time, as if in a lengthy calculation, whose answer could not be known beforehand.
The Rule-following Paradox

Stanley Cavell's piece, "The Argument of the Ordinary," is written in dialogue with Saul Kripke's interpretation of Wittgenstein which centers on the "rule-following paradox": "no course of action could be determined by a rule, because every course of action can be made to accord with the rule" (Cavell 66). As we will see, the rule-following paradox is another way of formulating the fact that our rules are not enumerable before individual instances of their coming into play. 

I want to begin at the point at which Cavell distinguishes mathematical from ordinary concepts. He writes,  "I suppose that something that makes a mathematical rule mathematical...is that what counts as an instance of it...is, intuitively, settled in advance, that it tells what its first instance is, and what the interval is to successive instances, and what the order of instances is. The rule for addition extends to all its possible applications" (89-90). That is to say, what makes a mathematical rule is the fact that we always know in advance what sort of answer we might get: the answer to 2+2 is never "egg," it has to be something along the lines of 4. Furthermore, we know in advance that with a mathematical rule we can apply the rule to get the next instance, and then again to get the next instance, and that furthermore, there is a necessary sequence to the instances. And in fact, this is how we normally think of "rules."


But, Cavell writes, 

our ordinary concepts--for instance that of a table--are not thus mathematical in their application: we do not, intuitively, within the ordinary, know in advance (not smoothly and not roughly--there is no such thing as, it is not part of the mythology of the ordinary that there exists) a right first instance, or the correct order of instances, or the set interval of their succession. And sometimes we will not know whether to say an instance counts as falling under a concept or to say that it does not count; no concept is 'bound' by ordinary criteria though we can in particular cases bind it... (89-90)
That is to say, for ordinary concepts, we cannot identify an origin (what was the first table?), nor the sequence in which we might see different tables that "add up" to our concept of table, nor the timing of such a sequence. All we know is that we have certain concepts, if asked, and we can use them; furthermore, we know that ordinary concepts are fallible, in that our criteria for a table may change, or people may differ or not, in outlying cases. That is, as noted before, our "ordinary" rules are not enumerable beforehand. Why should this be the case? Cavell suggests that it is because the circumstances in which ordinary concepts are used are constantly changing; whereas in mathematics, in a sense, the circumstances are always the same. "We do not, I suppose, imagine a mathematical concept 'altering' or vanishing under such pressure from the world. And it seems to me right to say: ordinary concepts have histories, mathematical do not...." (94-5).


For example, consider the situation, a conversation between A and B. A is discussing a topic which B knows something about: the recent public official, C, now in disgrace. A says to B: I mean, look at C, he got pardoned. B responds: I thought his sentence was commuted, after which A defends himself: Yes, so I mean, he got off in some way, but was not fully exonerated. Now, the tone of voice which A uses is defensive, and he walks a careful line between accepting the correction, and showing that the correction is not important to his overall argument: the important thing is that C got off in some way. Did A misspeak, or misremember, or simply not know? Was he thinking "commute," but said "pardon?" Or did he think that "pardon" means "commute?" Or is it that, the first word that came into his head that met his criteria was "pardon," for whatever reason? Perhaps even A is not sure. In any case, it is clear that A feels the need to justify himself in retrospect, out of some anxiety,  that he feels the need to prove that he knows what "pardon" and "commute" actually mean, even at the cost of being somewhat tiresome. And although he justifies himself based on the content of those words, "pardon" and "commute," really his concern is not with the fastness of the rule, but with others' perception of his trustworthiness.


In this situation, we can see a number of things: that what is at issue is not so much whether what happened to C counts as pardoning or commuting, since either pardoning or commuting communicate the sense that A requires for his argument; that what is important is not whether ordinary concepts (like pardoning or commuting) form a neat and easily definable series, but whether those concepts can in some way communicate usefully in the given context; and finally, that there is no suggestion that we must be able to give the rules for such concepts in advance, since each new usage of  some concepts can be debated, and one can imagine that although pardoning and commuting are likely to remain separate concepts (certainly A felt so), less institutionalized concepts might merge in a similar situation. For example, B could admit that one might as well use "pardon" in the sense of "commute," and distinguish instead between a pardoning entirely, or a pardoning of specific elements of a sentence. As Cavell suggests, ordinary concepts have a history, and can "cave" to circumstances.

How does this relate to the rule-following paradox? The essence of the paradox is summed up in Wittgenstein's remark: "If I have exhausted the justifications I have reached bedrock, and my spade is turned. Then I am inclined to say: 'This is simply what I do'" (70). For Kripke, in this passage, "the exhaustion of justifications is explained by saying or finding that justifications were always only inclination, mine or yours, after which I go on to watch the other's steps" (72-3); but as we have seen in the above example, it is not a matter of (re)education, but a matter of continual debate over justifications. Cavell himself argues that the justification "This is simply what I do" rests on the self; I can try to explain myself in various ways, but in any case, I "may, or not, go back to my steps, without conclusion" (72). He goes on to explain:

...my hand, as teacher, is not forced, my next move is not necessarily final: the spade is turned, which is to say, it cannot keep going straight, be simply straightforward....does this not leave me room, perhaps ground, for choice over whether to take this stumbling block as a rejection, from which I recoil, or as a discovery, say of the other, to which I must yield? I mean, if I discover resistance I might shift my ground, or take a new approach, or blast my way through, or exclude the site and this block from my plans altogether... (82) 
That is, the reason that the rule-following paradox is trivial is because we are responsive: when justifications are seemingly exhausted, we can always try something else; there are many different ways to respond to someone demanding justification for what one does. But what is it that is responsive? If justifications do not stop at the rule itself, where do they stop? In a sense, they stop at the self, insofar as the self is that which can continually respond with different kinds of justifications.


For example, Cavell gives various examples of justifications for someone walking differently, which seem to come (like so many of Wittgenstein's statements) from the mouths of various characters:

I've always meant to do this, you just did not know...
I don't know what moving along the ground could be until now, the inclination is powerful and the results are wonderful...
I don't know what has come over me, I don't want this, the inclination is not mine, it mortifies me...
I'm doing the same as I always have done, the same as you, making measured moves in a given direction under my own steam. I am not moving faster than walking, we are comfortably keeping up with one another--not like our acquaintance far back there who takes a step once a minute and calls that walking (85). 
All these we might accept as justifications in different circumstances, depending on the person they come from; what is key is that each of them rests in some kind of self-certainty (even if that self-certainty is terrifying), which is expressed in each case in different terms. Furthermore, it is a self-certainty that is itself open to the possibility of being questioned, or convinced. The point of the spade being turned away was not to suggest that communication is impossible, in the skeptical sense, that we each live, trapped in separate worlds, and although at times we think we understand each other, we never actually can, since what ultimately rests with me bears no resemblance to what ultimately rests with you, and you, as other, could never understand why my justifications come to an end here. Communication actually fails when one refuses to give justifications in response to another person; it is no use saying "But can't you see...," in order to convince someone that one's way of walking is the right way, since it is not a question of right or wrong: as Cavell points out, "I surely know everything about walking that you do" (85). At the point of justification, in the face of a refusal to engage, either one accepts another's walking differently or not; and many things are imaginable at that point; in any case, this instance becomes part of the history of that which is being justified: walking. Cavell wants to say that 

...the claim that human speech and community "rest" only on human attunements [such as our common capacity to walk], does not quite say that I have no ground of agreement (with others or with myself) but rather suggests that if I am inclined to present myself as such a ground (or thin reed)--when, that is, I am inclined to say, "This is simply what I do"--I had better be prepared to say more about my representativeness for this role, since obviously it is not me personally, this whole man, who in particular bears this burden (82)...
That is, if one is inclined to say "This is simply what I do," one may still expect an interrogation along the lines of: what makes you think you are fit to do what you do? And this is not necessarily an accusation; rather, no one is entirely alone in doing what they do, so that it is disingenuous to ignore those who have borne similar burdens. 


What Cavell does, in essence, is interpret Wittgenstein's rule-following paradox temporally, by adding in the element of responsiveness. Under this reading, the paradox suggests that no course of action can be determined (beforehand) by a rule, since what the rules are changes based on how different actions have been performed in accordance with the "rule." Wittgenstein's "answer" to the paradox is that "if everything can be made to accord with the rule, then it can also be made to conflict with it. And so there would be neither accord nor conflict here" (66); that is, what is at stake, really, is not the rule, but something else altogether. We act based on what rule we think applies, based on a situation's familiarity; but it is not a question of whether the rule we eventually follow is "correct" or not, since we merely act, and that act becomes part of the history which makes up the rule. Furthermore, what we are ultimately concerned with is not the viability of the rule, but how our act reflects on us. Therefore, I want to say that justification does not end at a rule, but at one's self, insofar as that self is responsive. 
The Theater

I want to suggest that there is a structural similarity between the mechanics of the theater and the mechanics of rule-following in practice. The drama of a theatrical performances works by expectation and fulfillment; in its very form, it asks the question, "can the course of action be determined?" We are presented (more or less) with characters, words, and actions organized into scenes, or circumstances, that develop in relation to one another; we bring to the performance, in the form of expectations, our knowledge of what those sorts of characters do, what sorts of things those characters say, and what sorts of characters have what sorts of interactions, both in terms of our experience in "real life," but also our experience with previous theater. As the performance goes on, there is a tension created between what we might expect to happen, and what actually does happen. Now, if what eventually did happen on stage always matched up to our expectations, then we, in a sense, would find ourselves in the ideal world of mathematical concepts; but in fact, the theater brings out the extent to which our concepts are plastic: the production of a new rule, a new way of dealing with character and circumstance, is precisely how the theater is exciting, and also how it evolves and develops new genres. That is to say, the drama of a theatrical performances lies precisely in the unknowability (beforehand) of the rule. What seemed to be a fault (in one circumstance) is in fact a strength (in this circumstance). And just like in cases of rule following described above, in the end, one does not come up with the rule itself, at the end of the drama, but instead, another particular situation, whose very possibility stretches the rule, even as the rule itself remains hidden.


What seems to me key here is that the theater makes explicit our dependence on circumstance and character (as a part of those circumstances) in rule-following. I think that Wittgenstein would agree that it is precisely the removal of our behavior from its natural home in interpersonal relationships that makes philosophical accounts ourselves so paradoxical and problematic. With that in mind, I want to turn to a theatrical solution to the problems of artificial intelligence (in its relation to rule-following and expression) which were detailed in the first part of this paper. It turns on the fact, which Wittgenstein brings up in regard to automata, that in every case, there is no sense in which we can practically distinguish "acting" from "being," that is, when the acting is good acting (bad acting is something altogether different).  
A Modest Proposal


In what follows, I describe a "mechanism." I will draw analogies between elements of this mechanism and our human behavior, to extent that certain parts of the mechanism have been developed by analogy to what we do. In doing so, I am not trying to suggest that this mechanism is precisely what we do, but rather that this is one mechanism of many that may lead to expressions which we would be inclined to call "human." There is some degree of technical vocabulary in what follows, but technical specification is not the overall aim; I hope what follows will be understood, rather, as a thought-experiment, by which the practical tenability of the preceding ideas can be evaluated.


Imagine a computer that works like this: it is given the texts of all of recorded drama, and asked to analyze them in a certain way. Drama is useful because it organizes its content in precisely those terms which we want our computer to organize itself: in terms of character, expression, action, and scene. The analysis proceeds like this: given a text, perform a statistical analysis of word distribution, that is, which words tend to appear together in the text; this analysis is done at the level of the individual word, the word-pair, the phrase, the sentence, the exchange, the scene, the play, and so forth. (At this stage, for simplicity, let us say that the text is character's speeches and dialogue, but not stage actions.) Now visualize the "terrain" of this statistical distribution. What we want to see here is the words plotted in an space such that the concomitance of certain words is expressed by their nearness or farness from each other in the space; this will require a space of precisely that many dimensions as will allow this to happen. (In two dimensional space, for example, one could not express, let us say, non-intuitive connections; in a three-dimensional space, for example, two points which are on opposite sides of the two dimensional plane may be, in the third dimension, quite close.) Furthermore, there is one more dimension: that of the frequency of the word. To take the example of a three-dimensional space (one of which is frequency), in visualizing the terrain we might see what looks like a mountain range; each peak of the mountain is some very frequently occurring word; and the heights around that peak are those words which, also frequent, stand in close relation to that word. By grouping together various regions of this terrain, we can isolate different sorts of language; and because the text in question is a play, those different sorts of language should correspond to the different ways that different characters express themselves. In fact, at this point, we can check this statistical analysis against the original text; each "mountain range" should correspond to a character in the original text. Furthermore, we can, as it were, isolate only that language which is essential to a character, by removing from the distribution those uses of language which are common to all characters. We can even go further and see the degree to which certain characters use language in common, remove that common language, and end up with a more fine grained characterization of these character groupings. Eventually, we should be able to derive a hierarchy of characters in their relations to one another. 


Where this gets interesting is when the same analysis is applied to more than one play. Because the computer can derive (on its own) the different characters in the drama (without the help of the character's name, and explicit attribution), it can identify the similarity of characters across different plays, and so learn that, for example, certain villains are essentially the same sort of character, hiding under a different mask. When the analysis is run on a great many plays, one should be able to identify that cast of characters which more or less make up the entire content of our theater. In fact, because what we are calling "characters" here are merely various "landforms" in this statistical terrain, the picture is actually messier; the terrain of a certain character, or group of characters, will be a complex landscape of interconnection.


Now, to further extend the analysis, we can feed in the history of our theater over time, rather than all at once. Rather than get one single picture, we can add two more dimensions to our terrain, that of time and space. For example, we might run our analysis in ten year intervals, feeding into the computer at each time step, the drama of the previous decade; and we would do so for an arbitrary number of "places" (France, Germany, Japan, let us say) at each time step. This would give us a diachronic view of our "characters." We could, then, animate our visualization of the terrain, and show how the landmasses move over time and space. Like in the previous case of honing in on the "essence" of a character by removing what is common to all characters, we can hone in on the essence of a time and place, by removing that which is common to all times and places, which is useful information in itself. This is crucial because the computer will now be able to account for the fact that the uses of words change over time and space. For example, word A might start off in context B; but over time, word A is replaced by word C, originally from context D. The computer will be able to show the identity of word A and C by looking at how, over time, the terrain of those two words "segue" into one another. 


Now, we need to handle plot, that is, action: those things which characters do (beside speak) and with whom they do them (in scenes). Rather than complicate our already complicated picture of our statistical terrain, let us imagine this with an auxiliary picture. Because in the text of a play, in general, it is explicitly noted which characters do which actions, and which characters appear together, we can develop another statistical terrain in which characters are grouped together by their actual appearance together, and by their common actions (some of which include verbal expression) or common reactions. Once this is done, we can jettison the "names" of the characters, and instead associate each new landmass with one of the old character landmasses in our previous picture, so that we can learn scene and action information about characters across plays, in time and space. 


Now, with all this information, the computer, given a new text, should be able to tell us, based on its experience, who might be speaking, who else is probably involved, what time or place it harkens back to, and so forth. This is done by sampling the probability distribution; and because it is a probability distribution, the answers are not hard and fast; one imagines that there will be a most probable answer, and then a few other possibilities, and one could consider, say, the top five. In the end, the totality of the statistical terrain should be a good representation of the human mind itself, insofar as, in playing all our various language-games, we have the capacity for multivocalism. At this point, we have a tool for literary analysis, one that can identify, perhaps, what expectations a theater-goer will have, when confronted with a new play in the tradition; but what we are after is something that can respond. 

In order to do this, let us imagine this computer placed in a robot body, so that it can be put in the midst of real human "scenes," which, in real time, it interprets using its knowledge of drama. Let us say it has artificial sensory organs and some software that translates what it perceives into textual "scenes." Given a new situation, the robot will respond in the voice of the character (or characters) whose "nature" is most suited to respond to what has come before; then, it will analyze the text of this new situation, including its own response, as if it were a new play. It will then interpret its own words as if they were those of a new character, as well as the response to its words by its interlocutor, and thereafter, update its picture of "characters" in light of that exchange, changing the relationship between the original character (whose role was taken up) and the other characters as a whole. This "feedback loop" need never end, and so, in a sense, we can give the robot an "unconscious"; when it is not asked explicitly to respond to external stimulus, it could be constantly running simulations, or imaginary conversations between its characters, particularly those combinations of characters which are rarely employed, or even at random. These imaginary conversations are fed back into the system, so that the robot constantly hums in dialogue with itself once the first new, real-time stimulus comes in. The robot, in fact, could be constantly expressing itself, but only speak aloud when the stage action of "speech" is called for; also, if dramatic changes in its statistical terrain are taking place in the background, some of that unconscious conversation could bleed into its expressions, as when we have an epiphany, or a day-dream. The robot could be given physical behavior as well, if for example, video performances of Hamlet, let us say, were correlated with the text, so that it would know how to recognize and then perform the physical actions associated with the words used in the text, as well as respond to the physical actions of others. As the robot continues to interact with the "real world" and get certain kinds of responses from it, it should develop a "character" of its own, one related to its already existing characters, but shaped by its own experience. 


There are a number of considerations that are worth exploring at this juncture. This robot "thinks" entirely in text; does this in some way conflict with Wittgenstein's explosion of the idea that when we think we read from an "inner text?" I think in this case, the machine merely traffics in words, whereas we are not quite sure what it is exactly we traffic in. The dynamics, in any case, are the same: that is, even if the robot is constituted entirely by text, at any given moment, the robot has only a certain interval during which it can act (one cannot take forever in answer to a question, for example, in a conversation--someone is bound to interrupt). Therefore, how far it can roam across its own unconscious (the statistical terrain) is limited. So just as in the case of humans, it only utters what it can; and cannot at any particular time express all that it, in fact, knows. The fact that its textual expression is "translated" into physical expressions is also not a disqualification, because it is precisely like the case in which a worker writes an inner monologue for himself after the fact, which may be representative, even if those sentences were not running through his or her head at that moment: and in fact, the robot will only "hear" what it says out loud, and "see" what it does physically, and has no access to the "original text," the full expression of its mind.


Now, the robot has a constant internal monologue, and is only sometimes called up to express itself. Its monologue, in a sense, represents the never-ending feedback loop caused by the robot hearing something, hearing its response, and then responding (perhaps privately) and then responding to the response, and so forth. This will no doubt have the tendency at times to run far afield, and other times to stick closely to a certain kind of expression. This is its stream-of-consciousness, and insofar as it sometimes thinks of only certain kinds of expressions, it can think about the near future and recent past; and insofar as it roams far afield in its internal dialogues, it can think about the distant future, and the faraway past. Its "behavior" is entirely based around its own perception of what scene it is in, or what exchange, what bit of dialogue, what sequence, what play, what genre of play, and so forth. And so, in a sense, it is constantly writing a play of its own existence, in which it itself appears as one character among many, but one, which, of course, looms large in its connections to other character distributions by dint of its personal experience.


One might ask, why does it do what it does? Does it have feelings, motivations, desires, and so on? It does, insofar as its character(s) have those things. Does it have consciousness? Insofar as it can respond indefinitely and with novelty to any new response, then yes.


Now, one might object that this model may work very well for interpersonal relations, but might break down when one is discussing other things, like objects. But I think "objects" are, in fact, a special case of characters. Although some of the landmasses in the robot's probability distribution are obviously "human" characters, there may be a landmass associated with the various language-games swirling around the word "rock" or "soul." And so, the robot might adopt a "rock" or a "soul" as part of its character; and insofar as it does that, it will be able to grasp metaphor, since our relationships with things and people are at some level the same (how else could we use the same verbs to apply to both?). Furthermore, it should be able to handle reason, that is, the use of well defined "mathematical concepts" because such "characters" would appear in the distribution as landmasses with sharp breaks,  the distribution tapering off dramatically (whereas most "ordinary" landmasses would have basically gradual slopes).


Finally, one might also object that one hardly needs to feed into the system the history of drama beforehand! If the robot has the ability to "think" in scenes, characters, action, and dialogue, of interesting and boring, of appropriate or not, then the robot could build up its store of knowledge by just interacting with people in real life. The issue here is this: because our own "rules" are not enumerable, we have no way of knowing what it is we know innately, and what we know from experience. It is possible that we pick up everything we actually come to know about people just from experience; but it is also possible that in any one person's experience there will be insufficient data to come up with a world-picture as detailed as most humans have, and that some of what we know goes deeper than experience. In a sense, there is no way to know beforehand. If we were to do a "tabula rasa" simulation, and it failed, we would not know if it failed because the paradigm we are using (the theater) is incommensurate with what is necessary for human behavior, or if it failed because there are certain facts about the world that the robot just could not glean from one single experience. Furthermore, in the case of a "tabula rasa" simulation, there would have to be a long period of education and training; and we have no way of knowing beforehand if the machine will "learn" the way we think it will, so that it could be years before we have even attempt to definitely answer these questions. Whereas if we run the simulation with the kind of innate knowledge from drama I have described, we can begin to interact with it immediately, as well as (assuming our innate knowledge is expressed in the totality of the characters we use to express ourselves) obviate the problem of nature/nurture. This seems to be the best route, since if our knowledge of people exceeds our experienced, how would we know? 

Conclusion


I have tried in this paper to give a Wittgensteinian account of a number of important issues in artificial intelligence, which include the paradox of rule-following, the primacy of circumstances and the responsive self over the hard and fast rule, and the false distinction between acting and being. In putting forward an implementation proposal for such an artificial intelligence, I know that I am doing some violence to Wittgenstein's insistence on treating the possible as opposed to the empirical. I think, however, that artificial intelligence is one place where these two terrains can productively meet, and that if nothing else, my proposal may be used as yet one more way to see ourselves as something else. In the spirit of Wittgenstein, whether my proposal is convincing or not is itself a useful result.
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